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Abstract—For music platforms, the cold start of new songs is 
a big challenge for recommendation systems. Most existing 
methods adopt music content (i.e., the audio signal) to 
alleviate this problem. But these approaches typically 
overlook the emotional characteristics embedded in the music, 
which is particularly important for modeling the 
characteristics of the songs. Considering the existence of 
negative and positive classifications of songs and the existence 
of alternating processes of calmness and excitement in song 
melodies. We propose an emotion-aware music recommender 
method (EAMR) via Mel spectrogram and the arousal-
valence model. First, each audio clip is transformed into a log-
Mel spectrogram, and a deep neural network extracts the 
emotional features. Meanwhile, each audio clip is 
dimensionally reduced to a 16-dimensional feature vector 
normalized to obtain each sentiment feature vector of songs.
Second, the Euclidean distance of the song feature vector is 
calculated to recommend the song with the highest similarity 
to the user's current favorite. Finally, taking into account the 
impact of features extracted by different convolutional 
kernels on the model, the ability of model feature extraction 
is further improved by introducing an attention mechanism 
called Att-EAMR. The proposed methods are tested on the 
public Spotify Million Playlist dataset and the free music 
archive dataset FMA. Experimental results demonstrate that 
the proposed methods outperform the other comparison 
approaches when the system faces a cold start.

Keywords-music recommender; mel spectrogram; arousal-
valence model; deep neural network; sentiment feature

I. INTRODUCTION

With the booming of the digital music industry, 
hundreds of musical works are uploaded to various music 
platforms every day, which brings a great challenge for 
people to find suitable music from music platforms [1].
Music recommendation systems, which can provide 
personalized music recommendation services to users, were 
born on demand to meet this challenge [2]. A popular 
recommendation method is collaborative filtering 
algorithms [3], which are based on historical data of user-
music interactions and identify patterns from them to make 

recommendations. However, these approaches simply 
consider the user-music interaction data and thus cannot 
recommend a new piece of music [4] (cold start problem). 
In addition, the recommendation is affected by the 
popularity of the music, which means that the more popular 
music is more likely to be recommended (long-tail effect 
problem). Another popular recommendation method is the 
content-based recommendation method [5], [6], which 
recommends similar music to users based on their previous 
preferences. Although the content-based recommendation 
methods can alleviate cold starts to some extent, this 
approach requires content analysis and the definition of a 
suitable similarity calculation function.

Considering the rich emotional characteristics
embedded in the songs, not only are there positive and 
negative emotions in the songs. But there are also 
alternating processes of calm and excitement in the 
melodies of the songs. And this characteristic in music is 
consistent with the arousal-valence model in psychology. 
Hence, we propose an emotion-aware music recommender 
method (EAMR) via Mel spectrogram and the arousal-
valence model, which does not rely on historical data but 
only uses a convolutional neural network to calculate the 
emotional similarity between music. To this end, the 
arousal-valence model in psychology [7] is introduced to 
classify the emotions expressed by music clips. The arousal 
and valence dimensions are classified into four categories in 
terms of strong and weak, positive and negative aspects of 
music. Subsequently, the emotions of music are classified 
into sixteen categories according to the different types of 
arousal and valence. The log-Mel spectrogram of music is 
then divided into its emotional categories by convolutional 
neural networks. In this way, when a new work by a new 
generation of artists appears, it can be recommended to 
users who might like these works because it has similar 
emotions with some other artists' works. When a new user 
appears, the user can also select the current emotional state 
by himself, and the system can recommend music 
corresponding to the emotion for the user. The major 
contributions of this article are summarized in three aspects.
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As the emotion contained in music can reflect the 
current emotional state of the user, we construct an 
emotion-aware music recommender method 
(EAMR). Based on the arousal-valence theory, the 
EAMR method classifies the emotion of the music 
by log-Mel spectrogram and convolutional neural 
network to obtain the emotional characteristics of 
each music. Then, we utilize the Euclidean distance 
to express the emotional similarity of two music to 
achieve music recommendations. Further, we 
propose an attention-based mechanism (Att-EAMR) 
to improve the model feature extraction capability.
We propose a new method to calculate the 
proportion of different emotions in a piece of music.
Based on the arousal-valence theory, we further 
classified arousal and valence into four categories 
according to their positive and negative, strength 
and weakness, respectively. Thus, the basic 
emotions of music are divided into sixteen 
categories according to the different categories of 
arousal-valence.
The method proposed in this paper relies only on 
the sentiment expressed in the songs themselves 
rather than on historical data, which can alleviate 
the cold-start problem and the long-tail effect in 
music recommendation to some extent. The results 
demonstrate that our methods achieve significant 
improvements for music recommendation tasks.

The rest of this article is organized as follows. Section II 
presents the related work. Section III elaborates the 
proposed EAMR model in detail. Section IV introduces the 
datasets and model parameters setting. Section V presents 
the experimental results and analysis on public datasets. 
Finally, Section VI concludes this article.

II. RELATED WORK

A. Arousal-Valence Model
The dimensional theory of emotion advocates the use of 

continuous indicators for the assessment of emotions. The 
dimensional theory of emotion suggests that human core 
affect is continuous in the brain and consists of a mixture of 
two dimensions: arousal and valence [7]. In addition, 
emotions fundamentally arise from the different activation 
of the desire and defense motivational systems  [8]. In the 
arousal-valence model, arousal indicates the degree of 
activation of each motivational system, and valence 
indicates which motivational system is activated by the 
emotional stimulus. In recent years, the arousal-valence 
model has been widely applied to emotion recognition tasks. 
Yan et al. [9] proposed a nonlinear dynamic analysis 
method for identifying emotions in an 
electroencephalogram by combining the arousal-valence 
model. He et al. [10] proposed a joint temporal 
convolutional network and adversarial discriminant domain 
for the electroencephalogram-based cross-subject emotion 
recognition method combined with the arousal-valence 
model. Moreover, the arousal-valence model has been 
applied to generative tasks, Sulun et al. [11] proposed a 
symbolic music generation method based on the continuous 
value in combination with the arousal-valence model. In 
these works, the experimental results demonstrate that the 
arousal-valence model works well for modeling emotions.

B. Music Recommendation
The existing algorithms for recommendation are mainly 

divided into two categories: collaborative filtering 
recommendation algorithms [3], and content-based 
recommendation algorithms [5], [6].

Collaborative filtering is based on the user's historical 
data to make recommendations by discovering the 
similarities in historical interaction data [12]. The advantage 
of this algorithm is that it is simple and effective [13], does 
not require much domain knowledge, and only requires 
historical data to predict users' future behavior. However, 
sparse data can affect the accuracy of the model, and there
is a cold start problem for new users or new items [3]. The 
core of a content-based recommendation algorithm is to 
make recommendations by calculating the similarity 
between items. Unlike collaborative filtering algorithms, 
this approach requires more expertise in the corresponding 
domain to define the similarity between items without 
relying on historical data. However, the performance of the 
algorithm may be limited by the definition of similarity 
between entries. For music recommendations, a content-
based recommendation approach is an effective means to 
mitigate cold starts [14], [15].

Figure 1. The overall structure of EAMR. The input of the model is the 
audio of songs, and outputs the most similar tracks.

III. PROPOSED EAMR METHOD

Music recommender systems aim to add songs that users 
prefer to their playlist. However, similar to the traditional 
recommender system, the cold start problem is still an 
inevitable challenge. Most of the literature [16] is based on 
song characteristics and user similarity to generate an 
ordered list of music. By this way, music feature modeling 
can effectively increase the exposure of tail songs in the 
long-tail distribution.

Given that our task is to find the proper song for users' 
playlists, the feature similarity of songs is critical. For 
example, a user may prefer classical and punk rock music 
but usually would not place songs of both genres into the 
same playlist. In our paper, Fourier transform transforms 
each song's audio into a spectrum. The embedded 
representation of emotion in each song can be obtained by 
feature extraction based on CNN network model. Finally, 
the similarity of embeddings will be evaluated in the whole 
set, and the top-N songs were selected to append the playlist. 
The overall structure of the model is shown in Figure 1.

A. Audio Feature Extraction
For each audio s, slice it into a series of segments with a 

5-second length, and the set of this audio segments series is 
noted as ࡭௦. Since the Fourier transform always get the best 
effect on the middle part, the slicing has an overlap of 2.5 
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seconds between two neighboring segments. For each 
fragment obtained by slicing, the spectrum ࡱ is first 
calculated using the fast Fourier transform, and then the 
power spectrum is obtained by the following formula:݌ = 2 ∗ (|ࡱ|)݃݋݈ (1)

To obtain the set of spectral set ࡼ௦ (as shown in Figure 
2), the log-Mel spectrogram is multiplied by E:݌ = 2 ∗ (|ࡱ|)݃݋݈ (2)

where M represents the Mel-scale of the matrix:ࡹ = 2595 × ଵ଴(1݃݋݈ + (଻଴଴ࢌ (3)

The loudness values of each segment in ࡭௦  is summed 
to obtain the set of segment loudness sums ࡰ௦.

Figure 2. The generation of the spectral set from audio. For each audio 
s, slice it into a series of segments with 5 seconds in length.

B. Emotion classification method
We introduce the arousal-valence model in psychology 

to classify the emotions of music clips. Psychologist Russell 
proposed this model in 2003 [7], which measures emotions 
through two dimensions: arousal and valence. In Figure 3, 
the negative half-axis of the arousal dimension represents 
smooth emotions, and the positive half-axis represents 
strong emotions. The negative half-axis of the valence 
dimension represents negative emotions, and the positive 
half-axis represents positive emotions. On this basis, we 
divide the arousal dimension into four parts with a critical 
value L: ቊ ೄ೟ೝ೚೙೒ ು೚ೞ೔೟೔ೡ೐ ಲೝ೚ೠೞೌ೗ ೟೤೛೐ య,   ೣಭಽೈ೐ೌೖ ು೚ೞ೔೟೔ೡ೐ ಲೝ೚ೠೞೌ೗ ೟೤೛೐ మ,   బರೣರಽೈ೐ೌೖ ಿ೐೒ೌ೟೔ೡ೐ ಲೝ೚ೠೞೌ೗ ೟೤೛೐ భ,   షಽರೣಬబೄ೟ೝ೚೙೒ ಿ೐೒ೌ೟೔ೡ೐ ಲೝ೚ೠೞೌ೗ ೟೤೛೐ బ,   ೣಬషಽ (4)

Similarly, the division of valence dimension can be 
obtained: ቊ ೄ೟ೝ೚೙೒ ು೚ೞ೔೟೔ೡ೐ ೇೌ೗೐೙೎೐ ೟೤೛೐ య,   ೣಭಽೈ೐ೌೖ ು೚ೞ೔೟೔ೡ೐ ೇೌ೗೐೙೎೐ ೟೤೛೐ మ,   బರೣರಽೈ೐ೌೖ ಿ೐೒ೌ೟೔ೡ೐ ೇೌ೗೐೙೎೐ ೟೤೛೐ భ,   షಽರೣಬబೄ೟ೝ೚೙೒ ಿ೐೒ೌ೟೔ೡ೐ ೇೌ೗೐೙೎೐ ೟೤೛೐ బ,   ೣಬషಽ (5)

The i represents the arousal intensity of a segment, and 
j represents valence intensity. Thus, the emotional 
categorization of a segment is calculated as followsܶ =  4 ∗  ݅ +  ݆ +  1 (6)

The classification diagram is shown in Figure 3. We can 
observe that the spectrogram changes faster when the 
valence is stronger. The more high-frequency signals when 
the arousal is stronger.

Figure 3. The classification diagram of the arousal and valence.

C. Audio clip emotion classification
For a spectrogram in ࡼ௦ , a convolutional neural 

network is used to classify sentiment categories. The output 
category is transformed into a one-hot vector to represent 
the sentiment of the music in this clip. After performing the 
above operation on all images, a collection of one-hot 
vectors ࢀ௦ is obtained. We design two convolutional neural 
networks to perform the classification task in this work.
The overall model structure is shown in Figure 4 and Figure 
5.

Figure 4. Outline of EAMR framework. The emotion classification model of the audio clip. The output category is transformed into a one-hot vector 
to represent the sentiment of the music in this clip.

Arousal

MaxPooling MaxPooling
Flatten
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Figure 5. Outline of Att-EAMR framework. The attention emotion classification model of the audio clip.

Figure 6. The detailed description of the channel attention module.

Among them, the Conv Block of Att-EAMR model has 
the same as the Block structure of GoogLeNetv1 [17]. 
Compared with Figure 4, we use a channel attention module 
and a spatial attention module in Figure 5. The channel 
attention module is calculated as the following formula:ܯௌ(ܨ) = ൯(ܨ)ܲ݃ݒܣ൫ܲܮܯ)ߪ + (൯(ܨ)ܲݔܽܯ൫ܲܮܯ (7)

where ߪ denotes the sigmoid function, AvgP denotes 
AvgPool and MaxP denotes MaxPooling. The spatial 
attention is calculated as the following formula:ܯ௦(ܨ) = ;[(ܨ)݈݋݋ܲ݃ݒܣ])଻×଻݂)ߪ (([(ܨ)݈݋݋ܲݔܽܯ (8)

where ߪ denotes the sigmoid function and ݂଻×଻ represents 
a convolution operation with a filter size of 7 × 7 . The 
specific structure of the attention module is shown in Figure 
6.

D. Audio Emotional Component Metric
Considering that the music segment with stronger 

emotion is always louder than the segment with weaker 
emotion. Each vector in ࢀ௦ is multiplied by the loudness 
sum of the original clip, and then all the vectors in ࢀ௦ are 
summed to obtain the vector ࢋ଴ of the audio emotion. Given 
the difference in length and loudness of the audio, it is not 
easy to calculate the difference between audio emotions 
using only this vector. So, the final audio sentiment 
component ࢋ is obtained by applying regularization to ࢋ଴.

E. Recommendation List Generation
In this paper, we use the Euclidean distance of the 

sentiment component vector e of the two audio tracks to 
express their similarity. To generate the recommendation 

list, the similarity of any two audio tracks is calculated, and 
the similarity matrix ࡹ௦ is obtained, and the Top-N method 
is used to find the top-N audio tracks with the smallest s
from a matrix row to obtain the recommendation list 
corresponding to this audio track.

IV. EXPERIMENT SETTING

A. Dataset
The data for this paper comes from three datasets: the 

music sentiment analysis dataset DEAM [19], the Spotify 
Million Playlists dataset [20], and the Free Music Archive 
dataset FMA [21]. Their metadata is shown in Table 1.

TABLE I. THE STATISTIC OF DATASETS

The DEAM dataset is a media evaluation database for 
sentiment analysis in music, which contains 1802 tracks 
from various copyright-free music datasets (websites) such 
as jamendo.com, medleyDB dataset, etc. The DEAM 
dataset consists of data in two areas: 1) audio files in Mp3 
format with a length of 45s. 2) Audio sentiment tags with an 
arousal-potency index of 2Hz. The data are only available 
for the last 30s because of the unstable arousal-valence 
labeling in the first 15s.

Spotify Million Playlists dataset is a dataset consisting 
of millions of real existing playlists on Spotify. Each playlist 
contains metadata of dozens of songs and data such as the 
number of this playlist, metadata including artist, artist id, 
music name, music id, album name, album id, and audio 
length (ms).

MaxPooling MaxPooling
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The FMA dataset is a dataset for evaluating multiple 
tasks in music information retrieval and consists of 106,574 
tracks from 16,341 artists and14,854 albums, of which the 
fma_full.zip archive provides the full length and high 
quality of all of the above audio.

In this paper, we use the audio in the DEAM dataset as 
training data and the intersection of the million playlists 
dataset and the FMA dataset as test data.

B. Data Preprocessing
Each audio in DEAM is sliced into a series of segments 

with 5s in length, and then a crossover with 2.5s in length is 
made between two adjacent segments. Finally, the log-Mel 
spectrogram of each segment is drawn. The ten consecutive 
arousal-valence data were averaged as the arousal-valence 
values within 5s. 0.1, 0.2, 0.3, 0.4, and 0.5 were utilized as 
the threshold values for strong and weak arousal (valence),

respectively. And five sets of labels were given to each 
drawn log-Mel spectrogram.

For the data in the playlist dataset, all the music data are 
extracted from the playlist according to the music ids. Each 
id record corresponds to the artist, the music name, and the 
number of the playlist in which it appears. The metadata of 
all records and the FMA dataset were scanned to filter out 
the music that emerged in both datasets simultaneously as 
the test dataset. For the filtered music, a Boolean adjacency 
matrix D is calculated, where dij is 1, indicating that the i-th 
music and the j-th music appear in at least one playlist at the 
same time.

C. Convolution Neural Network Structure
This paper uses four convolutional neural networks 

for the spectrogram classification task. Detailed model 
settings and the number of parameters are shown in Table 
2 and Table 3.

TABLE II. THE STRUCTURE OF PARAMETERS IN EAMR

TABLE III. THE STRUCTURE OF PARAMETERS IN ATTENTION EAMR

D. Training Convolutional Neural Networks
The training data DEAM dataset was preprocessed to 

obtain the log-Mel spectrogram in the ratio of 8:2 to divide 
the training and test sets. The training set was used as the 
input to the network, and the emotion types at 0.1, 0.2, 0.3,  
0.4, and 0.5 as the threshold values of strong and weak 
arousal (valence) were used as labels, respectively, and 
input to the above three networks for training, followed by 
prediction of the data in the test set.

E. Calculating the Emotional Feature Vector of Music
The trained convolutional neural network is used to 

classify the preprocessed log-Mel spectrograms. The 
classification result is transformed into a one-hot vector. 

Then, the vector is multiplied by the loudness sum of each 
clip. Finally, all the vectors of each audio are summed and 
normalized to obtain a vector representing the mood of the 
music.

F. Music Recommendations
For all the audios in the test data, an adjacency matrix 

M is computed, where ݉௜௝ denotes the Euclidean distance 
of the sentiment vector e of the i-th audio and the j-th audio 
to represent their similarity. To fairly compare the
performance under each parameter, Top-N results are 
calculated in this paper when N=5, 10, 20, 50, and 100, 
respectively.

61

Authorized licensed use limited to: Wuhan University. Downloaded on December 08,2022 at 04:12:42 UTC from IEEE Xplore.  Restrictions apply. 



݉௜௝ =  ට(݁௜ − ௝݁)ଶ (9)

V. EVALUATION OF EXPERIMENT RESULTS

The EAMR model recommended N music for a playlist 
to the user with the most similar emotion, based on the 
center of the emotional feature space of one or several songs. 
In evaluating model effectiveness, we used the same 
training and test data for each model and calculated the 
corresponding evaluation index to ensure realistic and valid 
evaluation results. We choose Precision, Recall, and mAP 
as metrics for evaluating the results. In the evaluation 
process, if two music tracks appear in the same playlist, we 
consider that they are related.

Precision is calculated as the following formula:݊݋݅ݏ݅ܿ݁ݎ݌ = ∑ |ோ(௨)∩்(௨)|ೠ∈∑ೆ |ோ(௨)|ೠ∈ೆ (10)

where R(u) denotes the list of music recommendations 
generated by the recommendation system for each music on 
the test set, and T(u) denotes all relevant music for each 
music on the test set. 

The recall is calculated as the following formula:݈݈ܽܿ݁ݎ = ∑ |ோ(௨)∩்(௨)|ೠ∈∑ೆ |்(௨)|ೠ∈ೆ (11)

The mAP is calculated as the following formula:݉ܲܣ = ଵ|௎| ∑ ଵ௠ ∑ ௉ೠ(௞)௞௠௞ୀଵ௨∈௎ (12)

where U denotes the set of all music in the test set, m
denotes the length of the recommendation list. And if the k-
th music in the recommendation list is related to the music 
corresponding to this list, then ௨ܲ(݇) is 1, otherwise ௨ܲ(݇)
is set to 0.

A. Accuracy Analysis
All the methods are executed on our datasets. The 

comparisons of results are summarized in Figure 7. 

GoogLeNetv1 [17] and GoogLeNetv4 [18] is the most 
dominant deep neural network models nowadays. 
Specifically, GoogLeNetv1 increases the network depth and 
width by using 1x1 convolution to achieve channel 
reduction and dimensionality increase. GoogLeNetv4 
proposes a faster training network by combining the 
backbone network with the residual network. By comparing 
different network model architectures, the experimental 
results show that the proposed model in this paper achieves 
the best results in Recall, Precision, and mAP metrics for 
recommendation lists of 5, 10, 20, 50, and 100. Although 
GoogLeNetv1 [17] and GoogLeNetv4 [18] can achieve 
good results for computer vision tasks, the models proposed 
in this paper tended to outperform the two GoogLeNet 
models. The reason might be that the task was created with 
a different original intent than the GoogLeNet model, and 
the training sample size was insufficient. As there are only 
1802 audios of length 45s in the DEAM dataset, and the 
arousal-valence labels are unstable at the beginning 15s of 
each segment, only 11 Mel spectrograms per audio can be 
used after dividing the audio using a window of length 5s 
with a step size of 2.5s, for a total of 19,822.

B. Sensitivity Analysis of Parameters
To reveal the effect of different threshold values of 

strong and weak arousal (valence) on model performance. 
we execute some comparison experiments, in which 
parameters threshold values of strong and weak arousal 
(valence) is set in [0.1, 0.2, 0.3, 0.4, 0.5]. The related 
experimental results are demonstrated in Figure 8, which 
shows the impact of parameters on our dataset. 
Experimental results show that our models achieve the 
highest prediction accuracy when the threshold values of 
strong and weak arousal (valence) are equal to 0.3 or 0.4. 
When using the GoogLeNetv1and GoogLeNetv4 models, 
the experiment parameter is equal to 0.3 performed 
significantly better than 0.2 and 0.4. Therefore, we choose 
0.3 as the parameter of our model. Thus, threshold values of 
strong and weak arousal (valence) can be set at the 
abovementioned values in real scenarios.

Figure 7. Comparison of music recommendation results by using the proposed methods and comparison methods.

(a) (b) (c)
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Figure 8. The comparison Results in Recall, Precision, and mAP on different threshold values of strong and weak arousal (valence).

Figure 9. The comparison Results in Recall, Precision, and mAP on the attention mechanism.

C. Attention Mechanism Analysis
The attention mechanism plays an important role in 

enhancing the generalization ability of the models. To 
explore the effect of the attention mechanism on the model, 
we conduct experiments for different numbers of full 
connection layers in a neural network. The experimental 
results are shown in Figure 9. The experimental results 
show that the overall model performance is best when the 
full connection layer equals 4. Moreover, the experiments 
further show that the Att-EAMR model achieves better 
results in Recall, Precision, and mAP compared to EAMR.

This is because different convolutional kernels focus on 
different audio features. And users tend to focus on the types 
of music clips they are interested in. Therefore, the 
attention-based mechanism model Att-EAMR can further 
improve the model's accuracy compared to EAMR.

VI. CONCLUSION

This article presents an emotion-aware music 
recommendation system (EAMR) based on a log-Mel 
spectrogram and an arousal-valence model based on
emotional signals hidden in music in this research. The 
music is first separated into many pieces and converted into 
a log-Mel spectrogram image. Then a convolutional neural 
network is used to downscale each image to a sixteen-
dimensional one-hot vector, which is then multiplied by the 
total of the loudness of the associated segments. The 
sentiment vector for each piece of music is then calculated 
by adding all of the vectors and normalizing them. Finally, 
the similarity between the music is defined using the 
Euclidean distance of the sentiment feature vector to 
recommend the music with the highest similarity. 
Meanwhile, the improvement of the model performance by 
the attention mechanism is also considered, and the Att-
EAMR model is proposed. The experimental result shows 
that our methods achieve promising results when facing the 
cold start problem. In the future, we will incorporate the 

emotion contained in the lyrics into the music emotion 
feature vector to improve recommendation accuracy.
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