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Abstract—Recommendation accuracy is a fundamental
problem in the quality of the recommendation system. In
this article, we propose an efficient deep matrix factoriza-
tion (EDMF) with review feature learning for the industrial
recommender system. Two characteristics in user’s review
are revealed. First, interactivity between the user and the
item, which can also be considered as the former’s scoring
behavior on the latter, is exploited in a review. Second, the
review is only a partial description of the user’s preferences
for the item, which is revealed as the sparsity property.
Specifically, in the first characteristic, EDMF extracts the in-
teractive features of onefold review by convolutional neural
networks with word-attention mechanism. Subsequently, L0

norm is leveraged to constrain the review considering that
the review information is a sparse feature, which is the sec-
ond characteristic. Furthermore, the loss function is con-
structed by maximum a posteriori estimation theory, where
the interactivity and sparsity property are converted as two
prior probability functions. Finally, the alternative minimiza-
tion algorithm is introduced to optimize the loss functions.
Experimental results on several datasets demonstrate that
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the proposed methods, which show good industrial conver-
sion application prospects, outperform the state-of-the-art
methods in terms of effectiveness and efficiency.

Index Terms—Deep matrix factorization, industrial rec-
ommender system, interactivity, L0 norm, sparsity property.

I. INTRODUCTION

R ECOMMENDATION systems, which play an increas-
ingly crucial role in overcoming information overload,

have been widely applied in many industrial fields, such as
in movies [1], music [2], news [3], e-commerce [4], online
e-learning [5], and industrial applications [6]. The recommen-
dation system matches the individual needs of users precisely
with the real attributes of items in industrial applications, and
it also can provide students personalized resource service in the
online learning platforms.

Over the past decades, a large number of recommendation
algorithms have been proposed. Matrix factorization (MF) [7]–
[9] can be considered as a popular collaborative filtering-based
approach that aims to represent the users and items with latent
factors. Although these techniques have shown powerful per-
formance, the sparsity problem of rating data is considered as
a primary reason that affects the accuracy of these methods.
Providing accurate recommendation service is difficult because
some items or users have few ratings.

In order to improve the accuracy of recommender systems,
numerous studies utilized extra information to construct an ac-
curate latent factor of the user or item to enhance the recommen-
dation performance, for instance, review [10]–[13], social net-
works [14], and side information [15], [16]. Experiments prove
that the introduction of extra information can indeed improve
the performance of recommendations. Review, which usually
contains rich information about the preferences of an individual
user and the characteristics of the items, plays an important
role in mitigating the sparsity problem of recommendation. In
most social media and e-commerce websites, such as Yelp and
Amazon, users can be permitted to write reviews to express
their personal opinions and give numerical star ratings. Thus, the
review on the user’s preferences for items (e.g., material, color,
and quality) contains numerous information. This information
will help us improve the recommendation accuracy.
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Review and rating data have been utilized in existing works
to enhance the rating prediction accuracy further. From the
viewpoints of methodology, available methods can be mainly
classified into two categories. Namely, the bags of words model
and convolutional neural networks (CNNs) model [17]. In the
bags of words model, several methods, such as the ratings meet
reviews [11], collaborative topic regression [12], and hidden
factors as topics [13] model, opt for topic modeling techniques
to learn the topic factors of review, and integrate them into MF
models to predict ratings. These approaches have shown sig-
nificant improvements than conventional latent models, which
merely rely on ratings. However, these works have some lim-
itations. For instance, these works employ the bag of words
representation for the latent topic. Thus, sentiment analysis
and feature extraction of reviews via manual preprocessing are
required here, whereas word order and local context information
are ignored.

In recent years, CNNs have yielded tremendous success in
industrial fields. Some studies also attempted to combine CNNs
with MF frameworks to raise recommendation accuracy. In [18],
the authors proposed a deep collaborative neural network (Deep-
CoNN) by jointly modeling the users and items in reviews to
derive the latent factors of items and users from the reviews.
To reveal the feature representation of reviews, Chen et al. [19]
developed a novel CNNs-based model with two parallel neural
attentional regression subnetworks. In [20], the authors observed
that user-item pairs could represent the context-aware informa-
tion in the recommended process. They proposed a representa-
tion learning model with a linear fusion mechanism, which could
achieve high rating prediction accuracy. CNNs-based methods,
which are better for feature extraction, do have a great advantage
in accuracy when compared with the previous bags of words
models. However, they exhibit a common trait of using aggre-
gated review texts of users and items to extract latent factors,
which cost colossal training time and high parameter complexity.
Thus, the latent factors of user and item are extracted in a static
and independent manner.

Because the CNNs-based methods train all the reviews related
to the user/item every time, the scale of their parameter is very
large. The time complexity and space complexity of the model
are both high, which makes these models difficult to land in
industry. At the same time, when extracting review features,
they also ignore the characteristics of the review text itself.
Considering these facts, we have done some explorations on
the feature extraction of a review text. There is a relationship
between reviews and rating data. A user’s review is an interactive
message in itself, which is called interactivity in this article,
and the review text contains not only the user’s attributes and
preferences, but also the item’s attributes, which is also regarded
as an evaluation mechanism. When a user evaluates an item
in an online platform, the rating data and the review data are
actually two different ways of evaluating the users’ shopping
behavior for the item. Thus, a rating and a review should reach
a match or fit to some extent. Namely, ratings and reviews are
two different manifestations on the same event, and their feature
representations should be as close as possible to some extent.
Therefore, we align the features extracted from a onefold review

text with the Hadamard product of user and item latent factors
in the same space for feature alignment. Since our model is
trained on a onefold review at a time, the training efficiency of
the model is greatly improved, which can work well in practical
applications. In addition, considering the characteristics of the
review itself, the user’s review could only partially reflect the
user’s rating behavior. As a result, a sparsity constraint on a
onefold review feature is used in the proposed models.

To construct an efficient recommendation model, we fully
utilize the reviews and propose a novel MF model with L0-
regularized review feature learning called an efficient deep MF
(EDMF). Moreover, this article reveals the interactivity and
sparsity of the review and constructs a novel recommendation
model. The major contributions of this article can be summarized
in the following three aspects.

1) A novel recommendation framework called EDMF,
which introduces the onefold review feature represen-
tation vector with MF technique, is proposed to extract
the review features between corresponding user and item.
This framework can improve training efficiency and fully
utilize the interactive characteristics of reviews.

2) A L0 norm-based review modeling framework is pro-
posed with sparseness constraint on review texts based
on the finding that the review information could only
manifest user preferences partially.

3) Given the interactive and sparsity characteristics of the
review, four representative real-world datasets are taken
for the comparative experiments to verify the perfor-
mance of the proposed method. The results demonstrate
that the EDMF achieves significant improvements for
recommendation tasks in terms of prediction accuracy
and training efficiency.

The rest of this article is organized as follows. Section II
presents the feature analysis of the review information. Sec-
tion III elaborates the proposed EDMF model in detail. Sec-
tion IV introduces the optimization and parameter determination
methods. Section V presents the experimental results on four
public datasets using several state-of-the-art methods. Finally,
Section VI concludes this article.

II. ANALYSIS OF REVIEW CHARACTERISTICS

A. Problem Formulation

In collaborative filtering approaches [21], [22], the recom-
mendation task can be referred to the use of a group of like-
preference users with common experience to recommend infor-
mation that users are interested in. Given items M, users N, and
the observed dataset R ∈ RN×M , the user-item rating matrix Z
can be estimated from the data matrix R. That is, the problem
of the recommendation systems is to predict the unobserved
elements in matrix Z from matrix R, which needs to construct
an estimator to remove the rating noise. The MF is a famous
user-item matrix estimation algorithm based on collaborative
filtering technology. Usually, the standard model of the rating
data R̂ can be formulated as [23]:

R̂ = U× VT + ΓU + ΓV + R̄ (1)
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Fig. 1. Characteristic analysis of review from the Russell Athletic ‘sShort sleeve t-shirt” on Amazon.

where U ∈ RN×k and V ∈ RM×k are the latent factors of users
and items, respectively. k denotes the dimension of latent factors.
Matrixes ΓU and ΓV are introduced to present the observed
deviations of users and items, respectively. R̄ represents the
overall average rating. Thus, the MF aims to utilize the rating
and review information to build accurate users and items latent
factor and bias.

B. Characteristics of Review Information

In fact, review text contains abundant semantic information of
users and items, which is also a kind of interactive information
between users and items. In this article, this characteristic of
review is termed as interactivity. This finding motivates us to
model a onefold review for the recommendation. In the first
place, the model only needs to process one review text at a
time instead of processing the whole text collection, thereby
reducing the training time of the model greatly. Subsequently,
the interactivity of the reviews will be revealed and considered
in our proposed model.

Interactivity (see Observation 1 in Fig. 1) and sparsity (see
Observation 2 in Fig. 1) are observed in the review information.
The example in Fig. 1 shows that a review of the same item (short
sleeve t-shirt) can be obtained high (by Tom) or low scores (by
Jack). On the one hand, Tom decided to give five stars based
on his various reasons for purchasing the t-shirt. However, his
review only contains two aspects of user evaluation, namely,
t-shirt “logistics” and “color”. On the other hand, Jack provided
several reasons for his low rating. However, his review may
only reflect two other causes, namely, “material” and “quality”.
Therefore, the user’s rating score behavior is a comprehensive
evaluation of an item, which is a multifaceted evaluation result.
But then again, the user’s review could only partially reflect
the user’s rating behavior. In other words, multiple aspects of
items, ranging from a few to dozens, are involved when a user
scores an item. However, the user’s review information often
only contains the evaluation of several aspects of each item.
Thus, this characteristic of review is identified as the sparsity
property.

To achieve an efficient and robust recommendation perfor-
mance, EDMF with L0-regularized review feature learning has
been proposed. Initially, review feature representation learning is
proposed to extract the feature vector of onefold review through
a convolution operation and word attention mechanism. Further-
more, the model applies the sparsity constraint on the obtained
feature vector, which finally completes the rating prediction. In
this way, the EDMF extracts the interactive characteristics of
the review considering that the semantic information contained
in the review text can merely reflect the user’s rating behavior
partially. Thus, our model utilized the review information ef-
fectively to predict users’ interests and improve the prediction
performance.

III. OUR PROPOSED EDMF

A. Outline of EDMF

1) Perspective of the Module: EDMF can be summed as
three main processes, namely, review feature representation
learning, latent factor representation learning, and rating predic-
tion based on the sparsity constraint (see Fig. 2). In the review
feature representation learning, the review contextual feature
vector is captured by inputting the onefold review text into the
CNNs with a word attention mechanism. Then, the review text
feature vector is used to constrain latent factor representation
learning partially. The zero-mean spherical Gaussian priors [24]
were assumed on the latent factor representation of users and
items. Finally, the review text feature vector is used to partially
constrain the Hadamard product of user and item latent factor
vectors in rating prediction based on the sparsity constraint.

2) The View of Probability: In recent years, the maximum a
posteriori (MAP) estimation method, which employs a prior
probability density function (PDF) as a prior constraint, has
been widely used for parameter estimation. It has played a
key role in ill-posed inverse problems, which widely exist in
practical applications. Inspired by these, introducing the MAP
framework in the parameter optimization of recommendation
is instinctive. The purpose of this introduction is to execute
the MAP estimation of users and items latent factors given the
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Fig. 2. Outline of EDMF framework.

ratings and reviews

max
U,V

p (U,V|R,Ω,ΓU ,ΓV ,W,Φ, δ, δU , δV , σ) . (2)

Applying the Bayes’ rule, (2) can be presented as

max
U,V

p (U,V|R,Ω,ΓU ,ΓV ,W,Φ, δ, δU , δV , σ)

= max
U,V

p (R|U,V,ΓU ,ΓV , δ)︸ ︷︷ ︸
likelihood probability

× p (U|δU ) p (V|δV )︸ ︷︷ ︸
prior probability

× p(U,V|Ω,W,Φ)p (W,Φ|Ω, δS)︸ ︷︷ ︸
review with L0 norm prior probability

.

(3)

It can be seen that three PDFs’ terms need to be defined. They
will be constructed in detail as follows.

B. Latent Factors Representation Learning

1) Likelihood Probability: According to the rating data ob-
servation model (1), the measure errors in the rating score data
are modeled as a set of independent and identically distributed
random variables for all rating data. That is, each measure error
obeys the Gaussian distribution ε ∼ N (0, δ2). There are two
main reasons for assuming that the measurement error follows a
Gaussian distribution. First, for many previous works [18]–[20],
[24], they have assumed that the measurement error for scoring
obeys a Gaussian distribution. They all constructed recommen-
dation models based on this assumption and achieved relatively
good results. Second, in probability theory, the central limit
theorem establishes that, in many situations, when independent
random variables are added, their properly normalized sum tends
toward a normal distribution (Gaussian distribution) even if the
original variables themselves are not normally distributed. Thus,

Fig. 3. Onefold review feature learning with L0 norm constraint.

we adopt a probabilistic linear model with the Gaussian obser-
vation noise. Under this assumption, the probability density of
the observed ratings can be formulated as

p (R|U,V,ΓU ,ΓV , δ) =
M∏
j=1

N∏
i=1

[
N

(
Rij |R̂ij , δ

2
)]1ij

(4)

where 1ij denotes the indicator function, which is equal to 1 if
the rating existed in matrix R and 0, if otherwise.

2) Prior Probability: For the second probability, the latent
feature vectors of users and items are assumed as the Gaussian
priors with zero mean, namely

p (U|δU ) =
N∏
i=1

N (
Ui∗ |0, δ2

U I
)

(5)

p (V|δV ) =
M∏
j=1

N (
Vj∗ |0, δ2

V I
)

(6)

where δ2
V I and δ2

U I are the covariance matrices of item latent
matrix V and user latent matrix U, respectively.

C. Review Feature Representation Learning

1) Onefold Review Feature Learning: Convolution opera-
tion and attention mechanism are utilized for learning relevant
semantic information features from a onefold user’s review.
Fig. 3 shows the network architecture of the review feature
learning, which consists of five parts, namely, embedding layer
with word attention mechanism, convolution layers, pooling
layer, fully connected layer, and output layer.

In the first layer, a pretrained word vector model (i.e.,
word2vec) is utilized to convert the original text information into
digital information and concatenate all the representation vectors
of words to stack a text data into a review matrix D ∈ Rl×d.
Furthermore, a word attention matrix Φ ∈ Rl×1 that represents
the contribution of the word to the final review feature vector is
adopted to derive the importance of each word in the review

D ◦Φ =

⎡⎣ | | |
· · · φi−1di−1 φidi φi+1di+1 · · ·

| | |

⎤⎦ . (7)
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In the convolution layer, multiple shared weight convolution
filters are used to extract the context features of each word
with its local context. Specifically, jth convolution filter Wj

with shared weights extract local contextual features cji . The
convolution operation is performed for every local contextual
window when filter slides one step

cji = Wj ∗ (D ◦Φ)(:,i:(i+t−1)) + bj (8)

where i is the current index of the filter on the review word matrix
(i = 0, 1, . . ., T− t), ∗ denotes the convolution operator, bj ∈ R
is a bias for Wj , and t signifies the length of the sliding window
filter.

For the third layer, the features extracted by the convolution
kernel are sampled by a down-sampling operation. The three
previous layers have learned the local features of the review.
To obtain global features, the fully connected network is lever-
aged to combine these local features. Thus, the review feature
representation is regarded as a function

sij = C N NW,Φ (Ωij) (9)

where W denotes all the weight and bias variables in our network
and Φ represents the attention matrix of each word. Ωij is
regarded as the user i’s raw review to item j.

Eventually, the output layer imposes a zero norm constraint
on the results of the previous layer to obtain the final review
feature representation.

2) Review Feature Representation With L0 Norm: In our
previous analysis, feature inequality has been observed between
reviews and ratings. Rating score has comprehensive character-
istic, which is represented by the Hadamard product of latent
factors Ui∗ and Vj∗, namely Ui∗ ◦Vj∗. In addition, a review
has sparsity characteristic, in which the extracted vectors can
only reflect the user preference partially. In other words, the
vector extracted from a onefold review may contain only a few
important values. Thus, the number of values in the review
feature vector, which is related to L0 norm mathematically for
information nonzero element constraints, needs to be limited. L0

norm is introduced to measure the number of nonzero elements
in a vector, which can also be considered a sparsity constraint.
Zero norm is the most direct and effective way to build a model to
build the sparsity of review. Thus, it is natural for us to impose a
priori constraint of the L0 norm on the review features vector sij .
L0(sij) is utilized to show the result of the zero-norm constraint
on the vector sij , which retains the sectional features learned in
the review and constrains vectors of Ui∗ ◦Vj∗.

Sparsity constraints have been performed by limiting the
numbers of nonzero in the vectors of onefold review feature
representation. The means for our sparsity constraint is to count
the nonzero number of vectors, which is written as

C (sij) = # {(i, j, p)|sijq �= 0} (10)

where q represents the index in the vector. #{•} denotes the
counting operator, which outputs the number of sij if the element
value sijq �= 0, that is, the L0 norm of the review feature vector.

D. Rating Prediction Based on Sparsity Constraints

1) Review With L0 Norm Prior Probability: Through the
feature analysis of the L0 norm in previous section, the
review with L0 norm prior probability is represented as
p(U,V|Ω,W,Φ)p(W,Φ|Ω, δS), where δs denotes the pa-
rameters of the sparsity constraint of L0 norm.

To facilitate subsequent calculation process, we take negative
logarithm on (3). Thus, MAP estimation is reformulated to
minimize the loss function

LEDMF=

M∑
j

N∑
i

1ij
2

(
Rij − R̂ij

)2
+

λU

2
‖U‖2

F +
λV

2
‖V‖2

F

+
λR

2

M∑
j

N∑
i

1ij ‖(Ui∗ ◦Vj∗ − sij) ◦ mask (sij)‖2
F

+ λS

M∑
j

N∑
i

1ijL0 (sij)

(11)
where ‖ • ‖2

F denotes the Frobenius norm square. The symbol
sij is a k-dimension vector that represents the result after sparsity
constraint with L0 norm. The symbol L0(sij) counts the number
of nonzero in sij . Magic function mask(sij) can mark the
positions of nonzero elements in sij . λS , λU , λV , and λR are all
the weighted parameters that are the trade-offs between the first
fidelity item and three regularization items.

2) Considering the Length of Review: Furthermore, the
length of review is proportional to its confidence. Generally,
longer review contains more information, which is more valu-
able for feature extraction. Thus, the model that considers the
influence of the length of the review is called EDMF+, which
can be written as

LEDMF+=

M∑
j

N∑
i

1ij
2

(
Rij − R̂ij

)2
+

λU

2
‖U‖2

F +
λV

2
‖V‖2

F

+
λR

2

M∑
j

N∑
i

1ij ‖(Ui∗ ◦Vj∗ − sij) ◦ mask (sij)‖2
F

× log(len(Ωij)) + λS

M∑
j

N∑
i

1ijC (sij)

(12)
where len(Ωij) is the length of review. Intuitively, the longer the
review text is, the more reliable the review information will be.
The review information vectors extracted by the corresponding
review feature representation learning can represent the interac-
tion vectors between users and items better.

IV. OPTIMIZATION AND PARAMETERS DETERMINATION

Considering that L0 norm is nonconvex [25], solving (11)
and (12) directly by using traditional optimization algorithms is
difficult. Inspired by [26] and[27], an effective alternating min-
imization algorithm with semiquadratic splitting is introduced
to optimize (11) and (12).
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A. Optimization of L0 Norm

According to the alternating minimization algorithm, (11) is
solved by minimizing U, V, sij , and Mij alternatively. In each
step, one set of variables are fixed by using the values obtained
from the previous iteration. In other words, four variables in (11)
are updated in a cyclic manner.

1) Subproblem of U: U estimation subproblem corresponds
to minimize

LU =
M∑
j

N∑
i

1ij
2

(
Rij − R̂ij

)2
+

λU

2
‖U‖2

F

+
λR

2

M∑
j

N∑
i

1ij ‖(Ui∗ ◦Vj∗ − sij) ◦ mask (sij)‖2
F

(13)
which is a quadratic function, and thus, can be optimized directly
by using gradient decent algorithm. Then, Ui∗ is updated on the
basis of the iteration rule as follows

Ui∗ ← Ui∗ − α LU
∂Ui∗

= Ui∗ − α

{
M∑
j

1ij
(
Rij − R̂ij

)
× Vj∗ + λUUi∗

+
M∑
j

1ijλR ((Ui∗ ◦Vj∗ − sij) ◦ mask (sij) ◦Vj∗)

}
.

(14)
2) Subproblem of V: Given thatV andU are equivalent, the

updated formulation with respect to V can be written as

Vj∗ ← Vj∗ − α LV
∂Vj∗

= Vj∗ − α

{
M∑
j

1ij
(
Rij − R̂ij

)
·Ui∗ + λV Vj∗

+λR

M∑
j

1ij ((Ui∗ ◦Vj∗ − sij) ◦ mask (sij) ◦Ui∗)

}
.

(15)
3) Subproblem of sij : Due to the L0 norm term in (11), the

minimization of this equation is a computationally intractable
question. Thus, our method is only an approximation, thereby
can make the problem easily addressed and uphold the algorithm
property. We introduce a k-dimension auxiliary variable Mij

with the same dimension as the constraint target vector, which
corresponds to sij , and (11) could be formulated as

LEDMF=

M∑
j

N∑
i

1ij
2

(
Rij − R̂ij

)2
+

λU

2
‖U‖2

F +
λV

2
‖V‖2

F

+
λR

2

M∑
j

N∑
i

1ij ‖(Ui∗ ◦Vj∗ − sij) ◦ mask (sij)‖2
F

+ λS

M∑
j

N∑
i

1ijC (Mij) + β

M∑
j

N∑
i

1ij ‖sij −Mij‖2
F

(16)
where C(Mij) = #{(i, j, q)|Mijq �= 0} and is an automati-
cally adaptive parameter to control the similarity between vari-
ables Mij and their corresponding vector sij .

Thus, the recursion partial derivative equation for sij is given
as

sij ← sij − α
Lsij
∂sij

= sij − α

{
λR

M∑
j

N∑
i

1ij
∂{(Ui∗◦Vj∗−sij)◦mask(sij)}

∂sij

+2β
M∑
j

N∑
i

1ij (sij −Mij)

}
.

(17)

4) Subproblem of Mij: The objective function (16) with
respect to Mij is written as

min
Mij

M∑
j

N∑
i

1ij

{
λS

β
C (Mij) + ‖sij −Mij‖2

F

}
(18)

whereC(Mij) denotes the number of nonzero elements inMij .
This apparently sophisticated subproblem can actually be solved
fast because (18) can be spatially decomposed, and each element
Mijq can be estimated individually. This is the main benefit
from our splitting scheme, which makes the altered problem
empirically solvable. Thus, (18) is decomposed accordingly to

k∑
q

min
Mijq

M∑
j

N∑
i

1ij

{
‖sij −Mij‖2

F +
λS

β
× H (Mijq)

}
(19)

whereH(Mijq) is a binary function that returns to 1 ifMijq �= 0
and 0, if otherwise. Each single term with respect to vector Mij

in (19) is

LMijq
= (sijq −Mijq)

2 +
λS

β
× H (Mijq) (20)

which reaches its minimum LMijq
when

Mijq =

{
sijq

λS

β < (sijq)
2

0 λS

β ≥ (sijq)
2 . (21)

In this step, we calculate the minimum loss LMijq
of each

dimension value of the vector based on the abovementioned
derivation. In sum, that is, calculating

∑k
q LMijq

yields the
global optimum for (19). Additionally, the alternating minimiza-
tion of EDMF algorithm can be sketched in Algorithm 1.

Algorithm 1: EDMF With Review Feature Learning for
Recommendation.

Input: R: user-item rating matrix, Ω: review text of items
Set: dimensionality k, learning rate α, batch size b;
1: Matrix Ui∗ and Vj∗ initializing with random numbers,
set Mij = 0;

2: While not LEDMF is converged do:
While not U,V is converged do:

with Vj∗, sij , and Mijq , solve for Ui∗ with (14);
with Ui∗, sij , and Mijq , solve for Vj∗ with (15);
with Ui∗, Vj∗, and Mijq , solve for sij with (17);

end while
with Ui∗, Vj∗ and sij , solve for Mijq in (21).

end while
Output: EDMF model
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TABLE I
STATISTICAL DETAILS OF THE DATASETS FOR RECOMMENDATION

B. Parameter Determination

In the EDMF model, six parameters need to be determined.
In review feature representation, k denotes the dimensionality
of the review text and user/item latent factor vectors, which
can control the representation ability of the proposed models.
Meanwhile, the hyperparameterϕ that affects the generalization
ability refers to the parameter in dropout. The function of param-
eters λU , λV , λR, and λS are to adjust the constraint strength of
regularization items in optimizing user and item representations.

To select the best values for the parameters, several algo-
rithms, such as the L-curve method [28], generalized cross-
validation (GCV) [29], and discrepancy principle [30], have
been proposed. In this article, the GCV algorithm is leveraged
to validate the parameter values in a large range and determine
the best ones automatically. In other words, the four regular-
ization parameters are determined heuristically. We suggest that
promising performance can be achieved with the parameters
ϕ=0.5, k=10, λU , λV =0.01, λR=0.1, λS=0.1, andβ=10. More
parameter details will be discussed in the next section.

V. EXPERIMENTS AND DISCUSSION

A. General Settings

1) Datasets: Four public datasets are selected from different
fields to evaluate to the proposed model. Thereinto, movies and
TV, video games, and automotive datasets are downloaded from
Amazon 5-core. The remaining one is chosen from the famous
Yelp Challenge 2018. In Table I, we compute the sparsity of
the four public datasets. To satisfy the input requirements of all
the comparison methods, we preprocess the raw-rating data to
guarantee no less than 20 records are included for each user and
item. Generally, each record in the datasets includes the review
text and corresponding rating score, which ranges from one to
five. In our experiments, each rating dataset is divided into 80%
training and 20% testing, and are carried out using the fivefolds
cross-validation technique.

2) Evaluation Metrics: To evaluate the performance of the
comparison methods, we introduce two common metrics,
namely, the root mean square error (RMSE) and the mean
absolute error (MAE). The formulations of RMSE and MAE
can be denoted as

RMSE =

√√√√ 1
|Rtest|

∑
Rij∈Rtest

(
Rij − R̂ij

)2
(22)

and

MAE =
1
|Rtest|

∑
Rij∈Rtest

|Rij − R̂ij |abs (23)

where |Rtest| represents the cardinality of the test set and | • |abs

means the absolute value operation. The smaller the RMSE and
MAE values are, the higher accuracy is achieved.

3) Tested Models: To compare with the proposed method,
we selected six famous recommendation algorithms as follows:

a) PMF [24]: PMF adopts the Gaussian distribution, which
is a standard MF, to model the latent factors of items and
users.

b) HFT [13]: HFT is the first model to combine reviews and
ratings and uses a latent Dirichlet allocation method.

c) DeepCoNN [18]: This method extracts the latent factors
from item and user review documents by using two par-
allel deep neural networks.

d) NARRE [19]: Neural attentional regression model learns
the latent feature vectors of items and users to ex-
plore the usefulness of reviews based on neural attention
mechanism.

e) CARL [20]: CARL utilized CNNs and a dynamic linear
fusion mechanism to construct model.

f) EDMFWA: A onefold review feature representation learn-
ing model without word attentional mechanism with spar-
sity constraint is proposed in this article.

g) EDMF: A onefold review feature representation learning
model with sparsity constraint is proposed in this article.

h) EDMF+: EDMF+ is a variation of EDMF, which adds
review length information to enhance the model perfor-
mance.

B. Experimental Implementation

The parameters of the comparison methods are adjusted as
suitable ones according to their articles. In EDMF, word latent
vectors by the GoogleNews word vectors are initialized. In
review feature representation learning, various window sizes
(e.g., 3, 4, and 5) with shared weights are adopted to grasp the
surrounding information of various length words. Subsequently,
ϕ is set at 0.5, and k is equal to ten. EDMF+ has the same
parameter settings as EDMF. The experiments are implemented
using the software library TensorFlow [31].

C. Results and Discussion

1) Accuracy Analysis of EDMF+: All the recommendation
methods are executed on the four public datasets. The compar-
isons of results are summarized in Table II. The best and second
best values are denoted by the bold font and underline, respec-
tively. Based on the rating prediction results, the comparative
analysis can be obtained from three aspects.

First, the metric values of HFT, DeepCoNN, NARRE, and
CARL methods are less than those of the PMF method in
Table II. The four former methods consider the reviews for the
rating prediction, whereas the latter methods only consider the
rating information. The representation capacity of latent factor
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TABLE II
COMPARISON OF RATING PREDICTION RESULTS BY USING THE PROPOSED

METHOD AND SIX COMPARISON METHODS

Note: The best values are marked by bold font.

is improved substantially because of the rich users and items
information in the review text.

Second, the deep learning-based methods (e.g., DeepCoNN,
NARRE, and CARL) are usually superior to traditional methods.
The reason is that deep learning techniques can nonlinearly
extract the contextual features of review. Moreover, the dropout
operation in deep learning-based methods can enhance recom-
mender performance potentially and avoid the overfitting issue.

Third, the two proposed methods achieve the lowest values
at the MAE and RMSE metrics in Table II. The major reason
is that a review text can also reflect the parts of user rating
behaviors, which is not considered in these comparison methods.
Specifically, compared with the PMF method, EDMF achieves
6.2%–24.5% improvement in RMSE and 10.3%–30.44% in
MAE. For the attention mechanism, we further conducted ab-
lation experiments to remove the attention mechanism (called
EDMFWA) while ensuring that the other conditions of the
EDMF model remain unchanged. The experiment shows that
the attention mechanism can more effectively extract features in
the review. Moreover, EDMF+ obtains better prediction perfor-
mance than EDMF at the aspects of MAE and RMSE. The values
are improved by 0.2%–0.6% by the EDMF+ method because it
utilizes the length information of reviews. Therefore, the pro-
posed models outperform all the baseline methods consistently.

2) Training Efficiency Analysis of EDMF+: The training time
of the four CNNs-based methods are compared. In Table III,
EDMF achieves 70.8%/16.2%/16.5%/71.7% improvement of
time in the training of the four public datasets than DeepCoNN,
respectively. DeepCoNN, NARRE, and CARL use the aggre-
gated review text to model user/item feature vectors. This way
will cause the input data to be very large in the training process.

TABLE III
TRAINING TIME IN SECONDS FOR ONE EPOCH BY FOUR DEEP MODELS

Note: Δ% denotes the improvement of EDMF over the best baseline performer.

Fig. 4. Comparison of RMSE values by four different methods with the
increasing number of training epochs. (a) Automotive. (b) Yelp_2018.

Fig. 5. Regularization parameter discussion in the proposed EDMF+
method. The robustness of the parameters can be verified on different
datasets. (a) Parameters λU and λV . (b) Parameter λR.

The training time of NARRE lags behind that of DeepCoNN
because the attention mechanism increases the training burden.
Similarly, CARL leveraged factorization machines to construct
the representations of item and user features, which enhances
the training-time cost. Different from these methods, EDMF
and EDMF+ models are trained on a onefold review at a time,
thereby reducing the scale of parameters and enhancing training
efficiency prominently. Experimental results prove that EDMF+
achieves better performance on training efficiency when com-
pared with DeepCoNN, NARRE, and CARL methods. In Fig. 4,
we have plotted the training process of these methods with in-
creasing epoch number. The EDMF+ method (green dotted line
in Fig. 4) achieves high converge speed and stability. Moreover,
the lowest RMSE values illustrate that the review features can
be extracted by the proposed network in Fig. 3.

3) Sensitivity Analysis of Parameters: To reveal the effect
of rating and review information on model performance, we
execute some comparison experiments, in which parameters
λU , λV , and λR are set in [0.0001, 0.001, 0.01, 0.1, 1]. The
related experimental results are demonstrated in Fig. 5, which
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Fig. 6. Different datasets affect the dropout ϕ setting, which increases
from 0.1 to 1. The parameter ϕ in proposed EDMF+ is robust (ϕ=0.5)
to the changing datasets.

shows the impact of parameters λU , λV , and λR on the four
real-world datasets. According to the experience in [24], λU is
set equal to λV . With the increase of parameters λU , λV , and λR,
the best values are marked by the red rectangles in Fig. 5. The
model obtains the lowest RMSE value when λR is equal to 0.1.
Moreover, the models are robust on the different datasets because
the models can converge with the same parameter setting. The
suitable parameters λU , λV , and λR can balance the importance
of ratings and review texts. The EDMF+ method achieves the
highest prediction accuracy when λU and λV are equal to 0.01
and λR is equal to 0.1 on all four datasets. Thus, λU , λV , and λR

can be set at abovementioned values in real scenarios. Moreover,
k is robust on different datasets when k is equal to 10 on all four
datasets.

The dropout ratio ϕ plays a vital role in improving the gener-
alization ability of the proposed EDMF+. The experiments are
executed on four public datasets with the changing dropout ratio
ϕ. In Fig. 6, we draw the RMSE and MAE values by performing
the EDMF+ method. The experimental results demonstrate that
the optimal dropout ratio is 0.5 on four datasets. Therefore,
dropout can improve the prediction performance effectively, and
the dropout ratio ϕ is suggested to be 0.5 in real scenarios.

4) Sparsity Constraint Analysis: λS is a weight that directly
controls the significance of C(sij), which is in fact a sparsity
parameter. A large λS enables the result to have a strong spar-
sity constraint in the review feature vector. To demonstrate the
influence of sparsity with L0 norm on the model performance,
an additional experiment, which reveals the relevance between
model performance and the sparsity constraint, is designed. The
parameter λS is tested in [0.0001, 0.001, 0.01, 0.1, 1] and β
is tested in [0.01, 0.1, 1, 10, 100]. The different parameters of
MAE and RMSE values of λS and β are drawn on histograms
(see Fig. 7). The EDMF+ can obtain the best value when λS

is equal to 0.1 and β is equal to 10, thereby validating that
user review could only partially reflect the user rating behavior
(i.e., the review is a sparsity constraint). The sparsity of review
information is an important characteristic that can improve the
performance of the EDMF+ method effectively.

D. Industrial Applications

In general, recommendation techniques can be utilized in
many tasks. In route recommendations [32], the system can
use the user’s ratings and reviews of various attractions and

Fig. 7. Sparsity analysis of λS and β on (a) automotive, (b) Yelp_2018.
The best parameters are indicated by red arrows.

stores to mine the user’s preferences and plan possible points of
interest for the user. It can also be combined with autonomous
driving to provide precise route recommendations for users.
The emergence of e-commerce platforms [4], [33] has given
users a diversity of choices, and the review usually contains rich
information about the preferences of the user and the character-
istics of the items. Review-based recommendation techniques
can be very good at mining user preferences to provide person-
alized recommendation services. Even in power systems [34],
recommendations will play an important role. Electricity-based
recommendation systems can learn how to use energy-efficient
appliances from the experience of a large number of residential
users (e.g., electricity plan report forms, usage times of house-
hold appliances), and recommend appropriate appliance usage
plans to users while considering their lifestyle habits. Therefore,
recommendation systems are being utilized widely in industrial
applications and bring convenience to people’s lives.

VI. CONCLUSION

In this article, we presented an EDMF with review feature
learning for the industrial recommender system. First, two char-
acteristics of the review were revealed. Through our observation,
the reviews that contained interactive information between users
and items could only reflect user rating behavior partially. L0

norm was used to describe the review feature. The loss function
was constructed by MAP. Then, the alternative minimization
algorithm was introduced to solve the loss function. Further-
more, the length information of the review text, which was called
EDMF+, was also considered to enhance recommendation abil-
ity. Experimental results on the four real-world datasets demon-
strated that our methods have advantages in terms of prediction
accuracy even when compared with state-of-the-art models. In
the future, because the usefulness of the review is also an aspect
that affects the accuracy of the recommendation system, we will
introduce the latest generative adversarial networks to detect and
neglect the abnormal reviews.
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